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(57) ABSTRACT

In a previous storage apparatus, differential JNLs are
reflected in order of the update numbers, to the data volumes
thereof. If a first storage apparatus is suspended, it is deter-
mined which is newer: the update number which the journal
recently reflected in a second storage apparatus or the update
number reflected in a third storage apparatus. In the newer
storage apparatus having the newer update number, it is deter-
mined whether one or more JNLs from the journal having the
update number next to the update number which is not deter-
mined to be the newer to the journal having the update number
determined to be the newer exist, or not. If the result of the
determination is positive, from the newer storage apparatus to
the previous storage apparatus which is not the newer of the
second and the third storage apparatuses, one or more differ-
ential JNLs are copied.
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1
ASYNCHRONOUS REMOTE COPY SYSTEM
AND STORAGE CONTROL METHOD

TECHNICAL FIELD

This invention relates to storage control in a storage system
performing remote copy which is data copy among storage
apparatuses.

BACKGROUND ART

Remote copy which is the data copy between the first and
the second storage apparatuses is known. The types of remote
copy are, for example, synchronous remote copy and asyn-
chronous remote copy. [f the first storage apparatus receives a
write request from a host and if synchronous remote copy is
adopted, after the data complying with the write request is
transferred from the first storage apparatus to the second
storage apparatus, a write completion response is transmitted
to the host apparatus while, if asynchronous remote copy is
adopted, even if the data complying with the write request is
not transferred from the first storage apparatus to the second
storage apparatus, the write completion response is transmit-
ted to the host apparatus.

In a remote copy system to which asynchronous remote
copy is adopted (hereinafter referred to as an asynchronous
remote copy system), for example, the first storage apparatus,
as well as a first DVOL (a logical volume in which the data is
stored), comprises a first JIVOL (a logical volume in which a
journal (hereinafter referred to as a JNL) is stored). Similarly,
the second storage apparatus comprises a second JVOL as
well as a second DVOL. The first storage apparatus, if receiv-
ing a write request, stores the data complying with the write
request in the first DVOL and, at the same time, stores the JNL
of the data in the first JVOL. The first storage apparatus
transfers the JNL in the first JVOL to the second storage
apparatus, and the second storage apparatus writes the JNL
from the first storage apparatus to the second JVOL. After
that, the second storage apparatus writes the data which the
JNL in the second JVOL comprises to the second DVOL. By
this method, the data written to the first DVOL is considered
to have been copied to the second DVOL.

In the Patent Literature 1, an asynchronous remote copy
system in the multi-target method is disclosed. In the multi-
target method, for one copy source, multiple copy destina-
tions exist. As more specifically described, in the Patent Lit-
erature 1, for example, the items below are disclosed.

A first storage apparatus, a second storage apparatus, and a
third storage apparatus exist.

The first storage apparatus is the copy source, and the
second and third storage apparatuses are the copy destina-
tions from the first storage apparatus.

A first host apparatus is connected to the first storage appa-
ratus, a second host apparatus is connected to the second
storage apparatus, and a third host apparatus is connected to
the third storage apparatus.

The first storage apparatus comprises a first DVOL, a first
first JVOL, and a second first JVOL.

The second storage apparatus comprises a second DVOL
and a second JVOL.

The first and the second DVOLs are paired. The first DVOL
is the primary DVOL and the second DVOL is the secondary
DVOL.

The third storage apparatus comprises a third DVOL and a
third JVOL.
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2

The first and the third DVOLs are paired. The first DVOL
is the primary DVOL and the third DVOL is the secondary
DVOL.

The first host apparatus writes the data to the first DVOL.

The first storage apparatus writes the JNL of the data writ-
ten to the first DVOL to both the first first JVOL and the
second first JVOL. The INLs, as well as the input/output
target data of the host apparatus, include update numbers.

The INL in the first first JVOL is copied to the second
JVOL.

The second storage apparatus, among one or more JNLs in
the second JVOL which are not reflected, reflects the JNL
comprising the oldest update number in the second DVOL
(writes the data which the JNL comprises to the second
DVOL).

The JNL in the second first JVOL is copied to the third
JVOL.

The third storage apparatus, among one or more JNLs in
the third JVOL which are not reflected, reflects the JNL
comprising the oldest update number in the third DVOL
(writes the data which the JNL comprises to the third DVOL).

Furthermore, according to the Patent Literature 1, if a
failure occurs in the first storage apparatus, the second storage
apparatus becomes the copy source and the third storage
apparatus becomes the copy destination.

CITATION LIST
Patent Literature

PTL 1: Japanese Unexamined Patent Application Publication
No. 2006-65629

SUMMARY OF INVENTION
Technical Problem

After the second storage apparatus becomes the copy
source, the second host apparatus writes the data to the second
DVOL, and the second storage apparatus updates the update
number and writes the INL including the update number and
the data to the second JVOL. The JNL is copied from the
second JVOL to the third JVOL, and the third storage appa-
ratus writes the data which the JNL in the third JVOL com-
prises to the third DVOL.

At this point, the starting point of the update numbers in the
second storage apparatus can be considered to be the most
recent update number in the JNLs which are already reflected
in the second storage apparatus. This is because the second
DVOL comprises the data until the order which the most
recent update number shows.

However, there are some cases where this is not preferable.
That type of case is, for example, the case where the latest
update number in the INLs which are already reflected in the
second storage apparatus is older than the latest update num-
ber in the INLs which are already reflected in the third storage
apparatus. This is because, in that case, the status of the
second DVOL is in the older status than the status of the third
DVOL, which indicates that the data is copied from the
DVOL in the older status to the DVOL in the newer status.

As described above, there are some cases where, if a failure
occurs in the first storage apparatus, the operation is not
continued appropriately.

This type of problem could also occur in cases where the
first storage apparatus is terminated due to the causes other
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than a failure (e.g. the case where the first storage apparatus is
suspended due to what is called a planned shutdown for
maintenance).

Therefore, the purpose of this invention is to appropriately
continue the operation in the asynchronous remote copy sys-
tem in the multi-target method even if the first storage appa-
ratus is terminated.

Solution to Problem

The asynchronous remote copy system comprises a first
storage apparatus which comprises a first storage resource
group and is connected to a first host apparatus, a second
storage apparatus which comprises a second storage resource
group and is connected to a second host apparatus, and a third
storage apparatus which comprises a third storage resource
group and is connected to a third host apparatus.

The first storage resource group comprises a first data
volume which is the logical volume to which the data is
written and a first journal storage resource which is the stor-
age resource to which the journal of the data is written.

The second storage resource group comprises a second
data volume which is the logical volume to which the data is
written and a second journal storage resource which is the
storage resource to which the journal of the data is written.

The third storage resource group comprises a third data
volume which is the logical volume to which the data is
written and a third journal storage resource which is the
storage resource to which the journal of the data is written.

The first storage apparatus, if the data is written from the
host apparatus to the first data volume, updates the update
number which is the number updated each time the data is
written to the data volume in the first storage resource group,
creates a journal including the update number and the data,
and writes the journal to the first journal storage resource.

Asynchronous remote copy in the multi-target method is
performed. In the asynchronous remote copy, by a journal
being transferred from the first storage apparatus to the sec-
ond storage apparatus and being reflected in the second data
volume, the data in the first data volume is written to the
second data volume and, at the same time, by the journal
being transferred from the first storage apparatus to the third
storage apparatus and being reflected in the third data volume,
the data in the first data volume is written to the third data
volume. As more specifically described, for example, inasyn-
chronous remote copy, the items below are performed.

(Al) A journal is copied from the first journal storage
resource to the second journal storage resource.

(B1) The second storage apparatus reflects one or more jour-
nals in the second journal storage resource which are not
reflected in the second data volume in order of the update
numbers.

(A2) A journal is copied from the first journal storage
resource to the third journal storage resource.

(B2) The third storage apparatus reflects one or more journals
in the third journal storage resource which are not reflected in
the third data volume in order of the update numbers.

If the first storage apparatus is terminated, the processing
below is performed.

(x1) It is determined which of the update number which the
journal recently reflected in the second storage apparatus
comprises and the update number which the journal recently
reflected in the third storage apparatus comprises is the newer.
(x2) It is determined whether one or more differential journals
exist or not in the newer storage apparatus of the second and
the third storage apparatuses (the storage apparatus compris-
ing the update number determined at the (x1) to be the newer).
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One or more differential journals are the one or more journals
from the journal comprising the update number next to the
update number not determined at the (x1) to be the newer to
the journal comprising the update number determined at the
(x1) to be the newer.

(x3) If the result of the determination at the (x2) is positive,
from the newer storage apparatus to the older storage appa-
ratus (the storage apparatus which is not the newer storage
apparatus among the second and the third storage appara-
tuses), one or more differential journals are copied.

(x4) The older storage apparatus reflects the one or more
differential journals in the data volume in the older storage
apparatus in order of the update numbers.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 shows the configuration of the asynchronous remote
copy system related to the Embodiment 1 of this invention.

FIG. 2 shows paths between the storage apparatuses.

FIG. 3 shows the statuses and mirror validity/invalidity of
INL groups 112A, 112B, and 112C in FIG. 6.

FIG. 4 shows the statuses and mirror validity/invalidity of
INL groups 112B and 112C in FIG. 7.

FIG. 5 shows the statuses and mirror validity/invalidity of
JNL groups 112B and 112C in FIG. 10.

FIG. 6 shows the overview of the asynchronous remote
copy in the multi-target method.

FIG. 7 shows a part of the processing performed if a failure
occurs in a first storage 105A.

FIG. 8 shows the overview of difference resync from a third
storage 105C to a second storage 105B.

FIG. 9 shows the overview of difference resync from the
second storage 105B to the third storage 105C.

FIG. 10 shows the overview of the continuation of the
operation after the difference resync is completed.

FIG. 11 shows the configuration of the first storage 105A.

FIG. 12 shows the configuration of a INL.

FIG. 13 shows the configuration of a JVOL 115A.

FIG. 14 shows the configuration of meta information.

FIG. 15 shows the control information which each storage
comprises.

FIG. 16 shows the configuration of a JVOL valid bitmap
701A.

FIG. 17 shows the configuration of a DVOL valid bitmap
702A.

FIG. 18 shows the configuration of a JVOL management
table 703A.

FIG. 19 shows the configuration of a JNL group manage-
ment table 704A.

FIG. 20 shows the configuration of a pair management
table 705A.

FIG. 21 shows the flow of differential management and
initial copy.

FIG. 22 shows the flow of the write processing in the first
storage 105A.

FIG. 23 shows the flow of the JNL read processing.

FIG. 24 shows the flow of the reflection processing of the
INL.

FIG. 25 shows the flow of the processing related to the
usage rate check of the first JVOL 115A.

FIG. 26 shows the flow of the processing performed if a
failure occurs in the first storage 105A.

FIG. 27 shows an example of the cases where difference
resync is possible.

FIG. 28 shows an example of the cases where difference
resync is not possible.
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FIG. 29 shows the timing at which data write from the
second host 103B to the second DVOL 113B is permitted.

FIG. 30 shows the timing at which data write from the
second host 103B to the second DVOL 113B is permitted in
the Embodiment 2 of this invention.

FIG. 31 shows the flow of the write processing in the
second storage 105B in cases where difference resync from
the third storage 105C to the second storage 105B is per-
formed in the Embodiment 2 of this invention.

FIG. 32 shows the flow of the INL reflection processing in
the second storage 105B in cases where difference resync
from the third storage 105C to the second storage 105B is
performed in the Embodiment 2 of this invention.

FIG. 33 shows the flow of the read processing in the second
storage 105B in cases where difference resync from the third
storage 105C to the second storage 105B is performed in the
Embodiment 3 of this invention.

FIG. 34 shows the flow of the processing related to the
determination whether the transfer of differential JNLs is
required or not in the Embodiment 4 of this invention.

FIG. 35 shows an example of the cases where differential
JNLs of which the transfer is not required exist.

DESCRIPTION OF EMBODIMENTS

Hereinafter, with reference to the figures, some embodi-
ments of this invention are described.

Note that, though the description below describes various
types of information using the term of “a xxx table” and “‘a
xxX bitmap,” the various types of information may also be
expressed by other data structures than tables and bitmaps.
For showing the independence of the data structure, “a xxx
table” and “a xxx bitmap” can be referred to as “xxx infor-
mation.”

Furthermore, though the description below mainly uses
numbers as the identification information of various targets,
other types of identification information (e.g. names) may
also be adopted instead of numbers.

Embodiment 1

FIG. 1 shows the configuration of the asynchronous remote
copy system related to the Embodiment 1 of this invention.
Note that, in the description below, a journal is described as a
“JNL,” a data volume which is a logical volume to which the
datais written is described as a “DVOL,” a INL volume which
is a logical volume to which the INL is written is described as
a “JVOL,” a host apparatus is described as a “host,” a storage
apparatus is described as a “storage,” and a controller is
described as a “DKC.”

Three or more sites, for example, a first site 101 A, a second
site 101B, and a third site 101C exist. Hereinafter, for simpli-
fying the description, a reference sign of an element which the
first site 101 A comprises is a combination of a parent number
and a child sign “A,” a reference sign of an element which the
second site 101B comprises is a combination of a parent
number and a child sign “B,” and a reference sign of an
element which the third site 101B comprises is a combination
of a parent number and a child sign “C.”

The first site 101 A comprises a first storage 105A and a first
host 103 A connected to the first storage 105A. The first stor-
age 105A includes a first DKC 111A and a first INL group
112A. One INL group 112A includes a DVOL 113A and a
JVOL 115A.

The second and the third sites 101B and 101C comprise the
same configuration as the first site 101A.
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The storages 105A and 105B are physically connected to
each other via an exclusive path (or a communication net-
work). The storages 105B and 105C are also physically con-
nected to each other via an exclusive path (or a communica-
tion network). The storages 105A and 105C are also
physically connected to each other via an exclusive path (or a
communication network).

The paths connecting the storages are, as shown in FIG. 2,
a control path and a data transfer path. The control path is a
path necessary for difference resync (described later). As
more specifically described, for example, in the difference
resync processing, the control path is a path through which a
sequential number acquisition request (described later) is
passed. The data transfer path is a path through which the
JNLs are passed. Both the control path and the data transfer
path are the paths capable of two-way communication.

FIG. 1 is referred to again.

Logical connections between INL groups named “mirrors”
exist. According to FIG. 1, the connection between the INL
groups 112A and 112B is a mitror #0 (a mirror to which a
number “0” is assigned (M0)), the connection between the
JNL groups 112A and 112C is a mirror #1 (a mirror to which
a number “1” is assigned (M1)), and the connection between
the JNL groups 112B and 112C is a mirror #2 (a mirror to
which a number “2” is assigned (M2)).

Hereinafter, the overview of the processing related to this
embodiment is described. Note that, in the description below,
unless otherwise specified, there is assumed to be one first
JNL group 112A, one second JNL group 112B, and one third
IJNL group 112C respectively.

In the remote copy system related to this embodiment, the
asynchronous remote copy in the multi-target method is sup-
posed to be performed, and the first site 101A is the operation
site. In this case, as shown in FIG. 3, the status of the first INL
group 112A is “Master,” and the status of the second and the
third INL groups 112B and 112C is “Restore.” The status
“Master” indicates that the JNL group is the copy source. The
status “Restore” indicates that the INL groups are the copy
destinations. Note that, in FIG. 3 (and in the subsequent FIG.
4 and FIG. 5), the mirror shown by a dashed line is an invalid
mirror while a mirror shown by a solid line is a valid mirror.

Therefore, as shown in FIG. 6, the first DVOL 113A is a
primary DVOL (hereinafter referred to as a PVOL), and the
second and the third DVOLs 113B and 113C are secondary
DVOLs (hereinafter referred to as SVOLs).

As shown in FIG. 6, in the first site 101A which is an
operation site, the first host 103A, in accordance with the
performed operation, writes the data to the PVOL 113A
(S11). The first storage 105A updates the sequential number
(hereinafter referred to as a SEQ#), creates a INL comprising
the updated SEQ# and the data written to the PVOL 113A,
and writes the created JNL to the first JVOL 115A (S12). The
SEQf# is the number updated each time the data is written to
the first INL group 112A (the DVOL in the first INL group
112A) (e.g. incremented by 1 (or decremented by 1)).

The second storage 105B reads the INL from the first
JVOL 115A, and writes the read JNL to the second JVOL
115B (S21). The second storage 105B reflects the one or more
INLs in the second JVOL 115B that are not reflected in the
SVOL 113B in ascending order of the SEQ#’s (S22). As more
specifically described, the second storage 105B writes the
data which the JNLs in the second JVOL 115B that are not
reflected comprise to the SVOL 113B. By this method, the
data written to the PVOL 113A is considered to have been
copied to the SVOL 113B.

The third storage 105C reads the JNL from the first JVOL
115A, and writes the read INL to the third JVOL 115C (S31).
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The third storage 105C reflects the one or more JNLs in the
third JVOL 115C that are not reflected in the SVOL 113C in
ascending order of the SEQ#’s (S32). As more specifically
described, the third storage 105C writes the data which the
JNLs in the third JVOL 115C that are not reflected comprise
to the SVOL 113C. By this method, the data written to the
PVOL 113A is considered to have been copied to the SVOL
113C.

For one copy source JNL group, more than two copy des-
tination JNL groups may also exist.

According to this embodiment, the JVOLs included in one
copy source JNL group are common to multiple copy desti-
nation JNL groups. In another expression, the number of
JVOLs included in one copy source JNL group does not
depend on the number of copy destination JNL groups. The
IJNL copy (transfer) between the storage apparatuses is real-
ized by the copy destination storage apparatus(es) reading
JNLs from the JVOLs in the copy source storage apparatus.
According to this characteristic, the storage capacity con-
sumed in the first storage 105A can be saved.

Meanwhile, as shown in F1G. 7, in the first site 101 A which
is the operation site, a failure is assumed to have occurred in
the first storage 105A (S40). In this case, the operation site is
switched from the first site 101 A to the second site 101B. As
more specifically described, a failover from the first host
103A to the second host 103B is performed (S41). The second
host 103B transmits a specified command to the second stor-
age 105B (S42).

The second storage 105B receives the specified command.
In this case, as shown in FIG. 4, the mirror #2 is made valid by
the storage 105B and/or 105C, and the status of the second
and the third INL groups 112B and 112C become “Master/
Restore” temporarily. This is for exchanging the SEQ#
between the second storage 105B and the third storage 105C
for the determination at S43. The status “Master/Restore”
indicates that the INL groups are both the copy source and the
copy destination. The status of the second and the third JNL
groups 112B and 112C is “Master/Restore” until difference
resync (described later) is completed.

The second storage 105B, in response to the specified
command, requires the SEQ# which the INL recently
reflected in the third storage 105C comprises (hereinafter
referred to as the SEQ# (3)) of the third storage 105C (trans-
mits a request for the acquisition of the sequential number)
and, as the third storage 105C responds to the request,
receives the SEQ# (3) from the third storage 105C. The sec-
ond storage 105B determines which of the SEQ¥# (3) and the
SEQf## which the JNL recently reflected in the second storage
105B comprises (hereinafter referred to as the SEQ# (2)) is
the newer. In accordance with the result of the determination,
the difference resync shown in FIG. 8 and FIG. 9 is per-
formed.

That is, if the SEQ# (3) is newer than the SEQ# (2), as
shown in FIG. 8, the second storage 105B reads one or more
differential INLs from the third TVOL 115C, and writes the
same to the second JVOL 115B (S44-1). The “one or more
differential JNLs” referred to at this point are one or more
JNLs from the INL comprising the SEQ# next to the SEQ#
(2) to the INL comprising the SEQ# (3). The second storage
105B reflects the one or more differential JNLs in the second
JVOL 115B in the second DVOL 113B, starting with the
journal comprising the SEQ# next to the SEQ# (2), in ascend-
ing order of the SEQ#’s (S45-1). By this method, the data in
the second DVOL 113B matches the data in the third DVOL
113C at the start of the difference resync.

Meanwhile, if the SEQ# (2) is newer than the SEQ# (3), as
shown in FIG. 9, the second storage 105B writes one or more
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differential JNLs in the second JVOL 115B to the third JVOL
115C (S44-2). The “one or more differential INLs” referred
to atthis point are one or more JNLs from the INL comprising
the SEQ# next to the SEQ¥# (3) to the INL comprising the
SEQ/## (2). The third storage 105C reflects the one or more
differential INLs in the third TVOL 115C in the third DVOL
113C, starting with the journal comprising the SEQ# next to
the SEQ# (3), in ascending order of the SEQ#’s (S45-2). By
this method, the data in the third DVOL 113C matches the
data in the second DVOL 113B at the start of the difference
resync.

Afterthat, the second site 101B becomes the operation site,
and the operation is continued. As more specifically
described, as shown in FIG. 5, the status of the second INL
group 112B becomes the “Master,” and the status of the third
JNL group 112C becomes the “Restore.” Therefore, as shown
in FIG. 10, the second DVOL 113B becomes the PVOL and
the third DVOL 113C becomes the SVOL. The second host
103B writes the data to the PVOL 113B (S51). The second
storage 105B updates the SEQ#’s, creates JNLs comprising
the SEQ#’s and the data written to the PVOL 113B, and
writes the created JNLs to the second JVOL 115B (852). The
third storage 105C reads the JNLs from the second JVOL
115B, and writes the read JNLs to the third JVOL 115C (S853).
The third storage 105C reflects the INLs in the third JVOL
115C in the SVOL 113C in ascending order of the SEQ#’s
(S54).

According to this embodiment, the second storage 105B
acquires the SEQ# (3) from the third storage 105C, deter-
mines which of the SEQ# (3) and the SEQ# (2) is the newer
and, in accordance with the result of the determination, con-
trols from which to which of the second and the third storages
105B and 105C the one or more differential JNLs should be
transferred. By this method, even if a failure occurs in the first
storage 105A, the operation can be continued appropriately.
Furthermore, as one or more differential JNLs to be trans-
ferred are merely the difference between the second and the
third storages 105SB and 105C, the number of transferred
JNLs can be kept small.

Hereinafter, this embodiment is described in details. In this
case, though the description is made with reference to the
elements in the first site 101 A as an example typically, unless
otherwise specified, the elements in the second and the third
sites 101B and 101C are practically the same as the elements
in the first site 101 A.

FIG. 11 shows the configuration of the first storage 105A.

The first storage 105A comprises the first DKC 111 A and
multiple RAID (Redundant Array of Independent (or Inex-
pensive) Disks) groups (hereinafter referred to as RGs) 900A.
An RG 900A is configured of multiple HDDs (Hard Disk
Drives). Instead of HDDs, other physical storage devices
such as flash memory may also be adopted. One or multiple
logical volumes are based on one RG 900A. A logical volume
is, for example, the above-mentioned DVOL or JVOL, both of
which may be an actual logical volume which is a part of the
storage space in the RG 900A or may also be a virtual logical
volume to which actual areas are dynamically assigned (a
virtual logical volume complying with the Thin Provisioning
technology) from a pool configured based on one or more
RGs 900A (the storage area configured of multiple actual
areas).

The DKC 111A comprises multiple front-end interface
apparatuses (hereinafter referred to as FE-IFs) 610A, a back-
end interface apparatus (hereinafter referred to as a BE-IF)
150A, a cache memory (hereinafter referred to as a CM)
620A, a shared memory (hereinafter referred to as an SM)
640A, and one or more CPUs (Central Processing Units)
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630A connected to the same. The processing of the DKC
111A may be performed by the CPU 630A executing one or
more computer programs, and at least part of the processing
may also be performed by a hardware circuit.

To the multiple FE-IFs 610A, the first host 103A, the
second and the third storages 105B and 105C are connected.
The DKC 111A (CPU 630A), via the FE-IFs 610A, commu-
nicates with the first host 103A and the second and the third
storages 105B and 105C.

To the BE-IF 150A, the multiple RGs 900A are connected.
The DKC 111A (CPU 630A), via the BE-IF 150A, writes the
data (or INLs) to the RG 900A which is the base of the write
destination logical volume (e.g. the first DVOL 113 A or the
first IVOL 115A).

The CM 620A stores the data (and JNLs) written to the
RGs 900A and the data (and INLs) read from the RGs 900A

The SM 640A stores various types of control information
to be used for controlling the processing of the DKC 111A.

The CPU 630A controls the processing which the DKC
111A performs.

The configuration of the first storage 105A is as described
above. Note that the DKC 111A may also comprise other
types of configuration as well as the configuration shown in
FIG. 11. Furthermore, the configuration of the second and the
third storages 105B and 105C is practically the same as the
configuration of the first storage 105A. The configuration of
the DKC 111B or 111C may also be different from the con-
figuration of the DKC 111A.

FIG. 12 shows the configuration of a JNL, and FIG. 13
shows the configuration of the JVOL 115A.

A JNL is configured of meta information and data.

The JVOL 115A is configured of a meta area 1201A and a
data area 1203 A. The meta area 1201 A stores meta informa-
tion, and the data area 1203A stores data. Note that the meta
area 1201 A may also exist in other storage resources than
RGs 900A, such as in the CM 620A.

FIG. 14 shows the configuration of the meta information.

The meta information is the management information
related to the data included in the INL. The meta information,
for example, includes the information below.

SEQ#,

Write destination information (information indicating
where in the DVOL the data is written),

PVOL# (copy source DVOL number),

SVOL# (copy destination DVOL number), and

The information indicating the location in the JVOL of the
data corresponding to this meta information (this information
is included when the JNL is written to the JVOL).

Normally, the first DKC 111 A manages the SEQ#’s. The
SEQ# exists in each INL group 112A. The first DKC 111A, if
writing the data to the DVOL 113A in a certain JNL group
112A, updates the SEQ# corresponding to the JNL group
112A. The SEQ#’s are, for example, stored in the SM 640A or
on other storage resources.

If a failure occurs in the first storage 105A and the second
site 101B becomes the operation site, the second storage
105B manages the SEQ# of each JNL group 112B.

Asshown in FIG. 15, SM 640A, as control information, for
example, stores a JVOL valid bitmap 701A, a DVOL valid
bitmap 702A, a JVOL management table 703A, a INL group
management table 704 A, a pair management table 705A, a
differential bitmap 706A, and a mirror bitmap 707A. Simi-
larly, the SM 640B in the second storage 105B stores the
control information 701B to 707B, and the SM 640C in the
third storage 105C stores the control information 701C to
707C. Hereinafter, the control information 701A to 707A is
described as a representative.
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A JNL group, for example, can comprise a maximum of 64
logical volumes. The JVOL valid bitmap 701 A, as shown in
FIG. 16, comprises 64 bits per JNL group. If the n-th (n is an
integer equal to or larger than 0 and equal to or smaller than
63) logical volume is the JVOL 115A, the n-th bit is on (e.g.
.

The DVOL valid bitmap 702A, as shown in FIG. 17, com-
prises 64 bits per JNL group. If the n-th (n is an integer equal
to or larger than 0 and equal to or smaller than 63) logical
volume is the JVOL 115A, the n-th bit is on (e.g. 1).

The JVOL management table 703A exists in each JNL
group 112A. The table 703 A, as shown in FIG. 18, for each
JVOL 115A, comprises the information indicating the initial
address of the meta area, the information indicating the size of
the meta area, the information indicating the initial address of
the data area, and the information indicating the size of the
data area. That is, the table 703A, for each JVOL 115A,
indicates from where to where the meta area is and from
where to where the data area is.

The JNL group management table 704A comprises the
information related to the INL groups. As more specifically
described, for example, the table 704 A, as shown in FIG. 19,
for each INL group, comprises, the information below.

JNL group #1001A indicating the INL group number,

Status 1002 A indicating the status of the INL group,

Mirror #1003 A indicating the number of the mirrors exist
in the remote copy system related to this embodiment,

Corresponding JNL group #1004 A indicating the corre-
sponding JNL group number,

Corresponding storage #1005A indicating the number of
the storage apparatus comprising the corresponding JNL
group,

Purged SEQ#1006 A indicating the SEQ#’s which recently
purged INLs comprise,

Purgeable SEQ#1007 A indicating the SEQ#’s which JNLs
that can be purged comprise, and

Read SEQ#1008A indicating the SEQ#’s which recently
read JNLs comprise.

The pair management table 705A comprises the informa-
tion related to the pairs of DVOLs. As more specifically
described, for example, the table 705A, as shown in FIG. 20,
for each DVOL 113A, comprises the information below.

DVOL #1101A indicating the number of DVOL 113A,

JNL group #1102A indicating the number of the JNL
group 112A including the DVOL 113A,

Copy destination volume #1103 A indicating the number of
the copy destination DVOL of the DVOL 113A, and

Status 1104 A indicating the pair status of the DVOL 113A
for the pair of the DVOL 113A and the copy destination
DVOL.

The differential bitmap 706A comprises bits for each
DVOL 113A. The DVOL 113A is configured of multiple
blocks. The differential bitmap 706 A indicates which block
of the DVOL 113A is updated. That is, the bits which the
differential bitmap 706 A comprises correspond to the blocks.
The differential bitmap 706A is updated when the pair status
of the DVOL 113A is a specified status. As more specifically
described, for example, the DKC 111A, if the pair status of a
certain DVOL 113A is a specified status and, at the same time,
if the data is written to a certain block in the DVOL 113A,
changes the bit corresponding to the block in the differential
bitmap 706 A corresponding to the DVOL 113Atoon (e.g. 1).

The mirror bitmap 707 A indicates what mirrors are valid
and what mirrors are invalid. As more specifically described,
the mirror bitmap 707A comprises multiple bits correspond-
ing to multiple mirrors. For example, usually, the mirrors #0
and #1 are valid and the mirror #2 is invalid (refer to FIG. 6).
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In this case, the bits corresponding to the mirror #0 and the
mirror #1 are on (e.g. 1) and the bit corresponding to the
mirror #2 is off (e.g. 0). Furthermore, if a failure occurs in the
first storage 105A, the mirrors #0 and #1 are invalid and the
mirror #2 is valid (refer to FIG. 10). In this case, the bits
corresponding to the mirrors #0 and #1 are off, and the bit
corresponding to the mirror #2 is on.

Hereinafter, several types of processing performed in this
embodiment are described.

Initial Copy

Before the asynchronous remote copy from the PVOL to
the SVOL (remote copy by utilizing JNLs) is started, the data
which the PVOL comprises (the contents of the PVOL) and
the data which the SVOL comprises (the contents of the
SVOL) must match each other. For ensuring that, initial copy
is performed. “Initial copy” is the copy for making the con-
tents of the PYOL and the contents of the SVOL match each
other.

As shown in FIG. 21, there are some cases where both the
status of the PVOL 113A-SVOL 113B pair and the status of
the PVOL 113A-SVOL 113C pair are considered to be sus-
pended (S2101-1, S2101-2). As more specifically described,
the pair status of the PVOL 113A becomes “PSUS” (primary
suspend), and the pair status of the SVOLs 113B and 113C
becomes “SSUS.” In this case, the first DKC 111A resets the
SEQ# corresponding to the JNL group 112A including the
PVOL 113A to a specified value (e.g. 0).

In this case, the first DKC 111A, even if the data is written
to the PVOL 113 A, does not create a INL comprising the data.
The first DKC 111A, if the data is written to a certain write
destination block in the PVOL 113A (S2102) and if the pair
status of the PVOL 113A is “PSUS,” changes the bit corre-
sponding to the write destination block in the differential
bitmap 706 A corresponding to the PVOL 113Atoeon (e.g. 1)
(82103). If the pair status of the PVOL 113 A is “PSUS;,” each
time the data is written to a block which is not updated yet in
the PVOL 113A, S2103 is performed.

The first DKC 111A receives an initial copy instruction
from the first host 103A (or a management terminal not
shown in the figure connected to the first DKC 111A)
(S2111). The reception of the initial copy instruction is the
timing for the start of the initial copy. The initial copy, which
may also be performed in parallel for the first pair (the PVOL
113A-SVOL 113B pair) and the second pair (the PVOL
113A-SVOL 113C pair), is not performed in parallel in this
embodiment, and is performed sequentially. Therefore, the
concentration of access to the PVOL 113 A can be reduced.

For example, firstly, as shown in FIG. 21, the initial copy is
performed for the first pair. That is, the first DKC 111A
identifies the block corresponding to the bit which is on in the
differential bitmap 706A (the block in the PVOL 113 A cor-
responding to the differential bitmap 706A). Then, the first
DKC 111 A creates a JNL comprising the data in the identified
block, and, without storing the created INL in the first JVOL
115A, writes the same to the second JVOL 115B (S2112).
The second DKC 111B reflects the INLs in the second JVOL
115B in the SVOL 113B (S2113). For all the updated blocks
in the PVOL 113A (the blocks corresponding to the bits
which are on), S2112 and S2113 are performed.

After the initial copy for the first pair is completed, the
initial copy for the second pair is performed. That is, the first
DKC 111A creates a JNL comprising the data in the updated
blockin the PVOL 113 A and, without storing the created JNL
to the first JVOL 115A, writes the same to the third JVOL
115C (S2115). The third DKC 111C reflects the INL in the
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third JVOL 115C in the SVOL 113C (S2116). For all the
updated blocks in the PVOL 113A, S2115 and S2116 are
performed.

Write Processing and JNL Creation Processing

As shown in FIG. 22, the first DKC 111A receives a write
request specifying a PVOL 113A from the first host 103A
(S2201), secures a CM area (cache memory area) in the CM
630A and, in the secured area, writes the data complying with
the write request (write target data) (S2202). The first DKC
111A, at this point, may respond the write completion to the
first host 103A.

The first DKC 111 A writes the write target data in the CM
630A to the PVOL 113A (S2203).

The first DKC 111A updates the SEQ# corresponding to
the INL group 112A including the PVOL 113A (S2211). The
first DKC 111 A creates a JNL (S2212), and writes the created
INL to the first JVOL 115A. The JNL created at S2212
comprises the meta information including the SEQ# updated
at S2211 (or the SEQ# before the update) and the data written
to the PVOL 113A at S2203. The data may be the data read
from the PVOL 113 A or may also be the data remaining in the
CM 630A.

JNL Read Processing

With reference to the second DKC 111B reading JNLs
from the first JVOL 115A as an example, the JNL read pro-
cessing is described.

As shown in FIG. 23, the second DKC 111B ascertains the
read target SEQ# (S2301). The “read target SEQ#” is the
SEQf##included in the JNL to be read. The read target SEQ# is,
as more specifically described, the value where 1 is added to
the value indicated by the read SEQ#1008B corresponding to
the mirror #0 in the JNL group 112B (the information 1008B
in the JNL group management table 704B) (that is, the value
next to the value indicated by the read SEQ#1008B).

The second DKC 111B transmits a read request to the first
storage 105A (S2302). The read request comprises the read
target SEQ# ascertained at S2301 and the number of the
JVOL 115A to be the read source of the JNL (or the LUN
(Logical Unit Number) corresponding to the same). The num-
ber of the JVOL 115A is, for example, identified from the
control information which the SM 640B stores. As more
specifically described, for example, the control information
comprises the number of the JVOL 112A which the JNL
group 112A corresponding to the INL group 112B compris-
ing the SVOL 113B comprises.

The first DKC 111A receives the read request from the
second DKC 111B. The first DKC 111A, in accordance with
the read request, identifies the INL comprising the read target
SEQf## from the read source JVOL 115A (82303). The first
DKC 111A reads the identified JNL from the read source
JVOL 115A, and transmits the read JNL, via the data transfer
path between the first and the second storages 105A and
105B, to the second DKC 111B (S2304).

The second DKC 111B receives the INL from the first
DKC 111A, and writes the received JNL to the second JVOL
115B (S2305). The second DKC 111B changes the value
indicated by the read SEQ#1008B corresponding to the mir-
ror #0 of the INL group 112B comprising the SVOL 113B to
the value indicated by the read target SEQ# (S2306). That is,
the second DKC 111B adds 1 to the value indicated by the
read SEQ#1008B.

JNL Reflection Processing

With reference to the INL reflection in the second storage
105B as an example, the INL reflection processing is
described.

As shown in FIG. 24, the second DKC 111B reflects the
JNL comprising the oldest SEQ# of one or more INLs which
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are not reflected in the second JVOL 115B in the SVOL, 113B
(82401). As more specifically described, the second DKC
111B reads the JNL including the SEQ# which is larger by 1
than the value indicated by the purgeable SEQ#1007B corre-
sponding to the mirror #0 in the JNL group 112B (the infor-
mation 1007B which the INL group management table 704B
comprises) from the second JVOL 115B, and writes the data
which the read INL comprises to the SVOL 113B.

The second DKC 111B changes the value indicated by the
purgeable SEQ#1007B corresponding to the mirror #0 in the
JNL group 112B (52402). As more specifically described, the
second DKC 111B adds 1 to the value indicated by the purge-
able SEQ#1007B.

The second DKC 111B notifies the value indicated by the
purgeable SEQ#1007B which is updated to the first DKC
111A (S2403).

The first DKC 111A changes the value indicated by the
purgeable SEQ#1007A corresponding to the mirror #0 in the
INL group 112A to the value notified from the second DKC
111B (S2404).

JVOL Usage Rate Check

Each DKC checks the JVOLs in the storage comprising the
DKC regularly (or irregularly). Hereinafter, that operation is
described with reference to the first storage 105A as an
example.

The first DKC 111A performs the processing shown in
FIG. 25 regularly (or irregularly).

That is, the first DKC 111 A determines whether the usage
rate of the first JVOL 115A (the rate of the total capacity of
one or more JNLs in the first JVOL 115A to the capacity of the
first JVOL 115A) exceeds a specified threshold or not
(82501). If the result of the determination is negative (S2501:
NO), the processing is completed.

If the result of the determination is positive (S2501: YES),
the first DKC 111 A determines whether any purgeable JNLs
exist in the first IVOL 115A or not (S2502). The purgeable
JNLs are from the INL (A) to the JNL (B) below.

(A) The JNL including the value indicated by the purged
SEQ#1006A (refer to FIG. 19) corresponding to the JNL
group 112A as an SEQ#.

(B) The JNL including the smaller value as an SEQ# of the
value indicated by the purgeable SEQ#1007 A corresponding
to the mirror #0 of the JNL. group 112A and the value indi-
cated by the purgeable SEQ#1007A corresponding to the
mirror #1 of the INL group 112A.

If the result of the determination at S2502 is positive
(82502:YES), the first DKC 111 A purges the purgeable JNLs
from the first JVOL 115A (S2503). After that, the first DKC
111A performs S2501.

If the result of the determination at S2502 is negative
(82502: NO), the first DKC 111A suspends the bottleneck
pair (S2504). The “bottleneck pair” is the pair which corre-
sponds to either the mirror #0 or the mirror #1 and whose
value indicated by the purgeable SEQ#1007A is the smaller.
The reason the pair is the bottleneck is that, as the smaller
purgeable SEQ#10007A is significantly smaller than the
larger purgeable SEQ#10007A, the number of purgeable
IJNLs became small.

If the bottleneck pair is suspended, the number of purge-
able JNLs increases. As more specifically described, the
purgeable INLs end at the JNL including the value indicated
by the larger purgeable SEQ#1007A as an SEQ#. Therefore,
the first DKC 111 A performs S2502 and S2503 after S2504.

Furthermore, the first DKC 111A is, if suspending the
bottleneck pair, supposed to perform differential manage-
ment and resync for the pair (S2510). As more specifically
described, the processing below is supposed to be performed
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(this description assumes the bottleneck pair to be the pair
corresponding to the mirror #1).

The first DKC 111A, if the data is written to the PYOL
113 A and if the bit corresponding to the write destination
block of the data (the bit in the differential bitmap 706 A
corresponding to the PVOL 113A) is off, turns the bit to on.

The first DKC 111A, by a specified timing (e.g. when
receiving a resync instruction from the first host 103 A (or the
management terminal)), performs resync. As more specifi-
cally described, the first DKC 111A writes the JNL including
the data in the block corresponding to the bit which is on to the
third JVOL 115C.

Note that, even after suspending the bottleneck pair from
among the pairs corresponding to the mirror #0 and the mirror
#1 and performing S2502 and S2503, if the result of the
determination at S2501 is positive, the result of the determi-
nation at S2502 becomes negative. In this case, the first DKC
111 A suspends the remaining pairs. As a result of this, in FIG.
21, both S2101-1 and S2101-2 are considered to have been
performed. In this case, all the JNLs for the JNL group 112A
are purgeable JNLs, if those INLs are purged at S2503, the
result of the determination at S2501 inevitably becomes nega-
tive, and the processing is completed.

Processing Performed if a Failure Occurs in First Storage
105A

As shown in FIG. 26, if a failure occurs in the first storage
105A (S2601), a failover is performed from the first host
103 A to the second host 103B (S2602).

Next, the second host 103B transmits a takeover command
as a specified command to the second storage 105B (S2603).

Next, the second DKC 111B, in response to the takeover
command, updates the various statuses (S2604). As more
specifically described, for example, the second DKC 111B
performs the updates described below.

Updating the pair status corresponding to the DVOL 113B
and the mirror #0 to “SSWS.” The second DKC 111B, if the
DVOL 113B is the SVOL, normally inhibits data write from
the second host 103B to the DVOL 113B, but the “SSWS”
indicates that, evenifthe DVOL 113B is the SVOL, data write
is permitted.

Updating the pair status corresponding to the DVOL 113B
and the mirror #1 to “SSUS.” “SSUS” indicates that the pair
corresponding to the mirror #1 is suspended. By this method,
even if the pair status corresponding to the mirror #0 is
“SSWS,” write inhibition from the second host 103B to the
DVOL 113B is maintained.

Changing the status of the DVOL 113B to “HOLD”
“HOLD” indicates that the start of difference resync is being
waited for.

Turning the bit corresponding to the mirror #0 in the mirror
bitmap 707B to off, and turning the bit corresponding to the
mirror #2 to on.

Next, the second DKC 111B acquires the value indicated
by the purgeable SEQ# from the third storage 105C (S2605).
As more specifically described, for example, the second DKC
111B requires the value which the purgeable SEQ#1007C
corresponding to the JNL group 112C and the mirror #2 (the
information 1007C in the JNL group management table
704C) indicates to the third storage 105C via the control paths
between the second and the third storages 105B and 105C.
The third DKC 111C, in response to the request, notifies the
value indicated by the purgeable SEQ#1007C corresponding
to the JNL group 112C and the mirror #2 to the second DKC
111B via the above-mentioned control path.

Next, the second DKC 111B compares the value indicated
by the purgeable SEQ#1007B corresponding to the JNL
group 112B and the mirror #2 with the value indicated by the
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acquired purgeable SEQ#1007C (S2606). That is, the second
DKC 111B compares the SEQ# (hereinafter referred to as the
SEQ/## (2)) which the latest JNL reflected in the second storage
105B comprises with the SEQ# (hereinafter referred to as the
SEQ# (3)) which the latest INL reflected in the third storage
105C comprises.

Next, the second DKC 111B determines whether differ-
ence resync is possible or not (S2607).

At this point, the cases where difference resync is possible
and the cases where difference resync is not possible are
described. In that case, the description refers to the larger
SEQ# of the SEQ# (2) and the SEQ# (3) as the “SEQ#
(Large)” and the smaller SEQ# as the “SEQ# (Small).” Fur-
thermore, of the second and the third storages 105B and
105C, the storage comprising the SEQ# (Large) is referred to
as the storage (Large) and the other storage is referred to as the
storage (Small).

The cases where difference resync is possible are the cases
shown in FIG. 27, that is, the cases where the value indicated
by the purged SEQ# corresponding to the INL group and the
mirror #2 of the storage (Large) is equal to or smaller than the
SEQ# (Small). In another expression, these are the cases
where the storage (Large) comprises the INLs from the JNL
including the SEQ# next to the SEQ# (Small) (SEQ# equal to
SEQf# (Small)+1) (hereinafter referred to as the JNL (X)) to
the INL including the SEQ# (Large) (hereinafter referred to
as the INL (Y)). Hereinafter, the one or more INLs from the
INL (X) to the INL (Y) (that is, one or more JNLs including
the SEQ#’s from the SEQ# equal to SEQ# (Small)+1 to the
SEQ/t (Large)) are referred to as the “one or more differential
INLs.”

Meanwhile, the cases where difference resync is not pos-
sible are the cases shown in FIG. 28, that is, the cases where
the value indicated by the purged SEQ# corresponding to the
JNL group and the mirror #2 of the storage (Large) is the
value larger than the SEQ# next to the SEQ# (Small) (SEQ#
equal to SEQ# (Small)+1). This is because the SEQ#’s are not
sequential.

FIG. 26 is referred to again.

If the result of the determination at S2607 is negative
(82607: NO), the second DKC 111B performs the all copy
(82608). That is, the second DKC 111B copies all the data
stored in the DVOL (e.g. the DVOL 113B) in the storage
comprising the larger SEQ# ofthe SEQ# (2) and the SEQ# (3)
to the DVOL (e.g. the DVOL 113C) in the storage comprising
the smaller SEQ# of the SEQ# (2) and the SEQ# (3). By this
method, the contents of the DVOL 113B and the contents of
the DVOL 113C match each other.

If the result of the determination at 82607 is positive
(82607: YES), if the SEQ# (2) is larger than the SEQ# (3)
(82609: YES), difference resync from the second storage
105B to the third storage 105C is performed (S2610). That is,
the difference resync shown in FIG. 9 is performed. As more
specifically described, the second DKC 111B, by reading one
or more differential JNLs from the second JVOL 115B and
transmitting a write request of one or more differential INLs
(write request specifying the third JVOL 115C) to the third
storage 105C, writes those one or more differential INLs to
the third JVOL 115C (instead of that, the third DKC 111C
may also transmit a read request specifying the second JVOL
115B (read request including the SEQ#’s from the SEQ# next
to the SEQ# (3) to the SEQ# (2)), receive one or more differ-
ential JNLs from the second storage 105B in response to the
same, and write the one or more differential INLs to the third
JVOL 115C). The third DKC 111C reflects the one or more
differential INLs in the third JVOL 115C in the DVOL 113C,
starting with the INL comprising the SEQ# next to the SEQ#
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(3), in ascending order of the SEQ#’s. By this method, the
contents of the DVOL 113C match the contents of the DVOL
113B.

If the result of the determination at S2607 is positive
(S2607: YES), if the SEQ# (2) is smaller than the SEQ# (3)
(S2609: NO), difference resync from the third storage 105B
to the second storage 105C is performed (S2611). That is, the
difference resync shown in FIG. 8 is performed. As more
specifically described, the second DKC 111B transmits a read
request specifying the third JVOL 115C (read request includ-
ing the SEQ#’s from the SEQ# next to the SEQ¥# (2) to the
SEQ/# (3)), receives one or more differential JNLs from the
third storage 105C in response to the same, and write those
one or more differential JNLs to the second JVOL 115B
(instead of that, the third DKC 111B, by reading one or more
differential JNLs from the third JVOL 115C and transmitting
a write request of one or more differential INLs (write request
specifying the second JVOL 115B) to the second storage
105B, may also write the one or more differential INLs to the
second JVOL 115B). The second DKC 111B reflects the one
or more differential JNLs in the second JVOL 115B in the
DVOL 113B, starting with the INL comprising the SEQ# next
to the SEQ# (2), in ascending order of the SEQ#’s. By this
method, the contents of the DVOL 113B match the contents
of the DVOL 113C.

As shown in FIG. 29, the second DKC 111B, if the differ-
ence resync at S2610 or S2611 is completed (S2901: YES),
permits data write from the second host 103B to the second
DVOL 113B (82902). As more specifically described, the
second DKC 111B updates the pair status corresponding to
the DVOL 113B and the mirror #2 to “SSWS” (i.e. write
permission). By this method, as well as the pair status corre-
sponding to the DVOL 113B and the mirror #0, the pair status
corresponding to the mirror #2 is also changed to “SSWS,”
and therefore data write from the second host 103B to the
second DVOL 113B becomes possible. Note that, if the dif-
ference resync at S2610 or S2611 is completed, the second
DKC 11B makes the second DVOL 113B the PVOL (the third
DVOL 113C is the SVOL).

After this, the operation is continued in the second site
101B. In the second site 101B, the initial value of the SEQ#
corresponding to the JNL group 112B is the SEQ# next to
larger SEQ# of the SEQ# (2) and the SEQ# (3) (that is, the
value where 1 is added to the larger SEQ# ofthe SEQ# (2) and
the SEQ# (3)).

The second host 103B, in accordance with the operation,
transmits a write request specifying the PVOL 113B, to the
second storage 105B. The second DKC 111B writes the data
complying with the write request to the CM 630B, and then
writes the same to the PVOL 113B. The second DKC 111B
updates the SEQ#, creates a JNL including the updated SEQ#
(or the SEQ# before the update) and the data written to the
PVOL 113B, and writes the INL to the second JVOL 115B.
The third DKC 111C, by transmitting a read request specify-
ing the second JVOL 115B to the second storage 105B,
receives a JNL in the second JVOL 115B from the second
storage 105B. The third DKC 111C writes the received JNL
to the third JVOL 115C. The third DKC 111C reflects the
INLs in the third JVOL 115C that are not reflected in the
SVOL 113C in ascending order of the SEQ#’s. By this series
of processing, the data written to the PVOL 113B is copied to
the SVOL 113C.

As described above, according to the Embodiment 1, in the
site 101B as the switch destination of the operation site, the
second storage 105B acquires the SEQ# (SEQ# (3)) which
the latest INL reflected in the third storage 105C comprises,
and compares the SEQ#f (3) with the SEQ# (SEQ# (2)) which
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the latest INL reflected in the second storage 105B comprises.
Furthermore, the second storage 105B, with reference to the
relationship between the purged SEQ# in the storage com-
prising the larger SEQ# of the SEQ# (2) and the SEQ# (3) and
the smaller SEQ# of the SEQ# (2) and the SEQ# (3), deter-
mines whether difference resync is possible or not. Then, the
difference resync based on the result of the determination and
the relationship between the SEQ#’s (2) and (3) is performed.
By this method, even if the first storage 105A is suspended
due to reasons such as a failure, the operation is appropriately
continued.

Furthermore, according to the Embodiment 1, the JVOLs
included in one copy source JNL group are common to mul-
tiple copy destination JNL groups. In another expression, the
number of JVOLs included in one copy source JNL group
does not depend on the number of copy destination JNL
groups. By this method, the storage capacity consumed in the
first storage 105A can be saved.

Embodiment 2

Hereinafter, the Embodiment 2 of this invention is
described. At this point, the difference from the Embodiment
1 is mainly described, and the description of what is common
to the Embodiment 1 is omitted or simplified (this also applies
to the Embodiments 3 and 4 described later).

In the Embodiment 2, even in process of difference resync,
data write to the second DVOL 113B is permitted. As more
specifically described, as shown in FIG. 30, if the second
DKC 111B is proved to be YES at S2607 in FIG. 26 (S3001:
YES), data write from the second host 103B to the second
DVOL 113B is permitted (S3002). As more specifically
described, the second DKC 111B changes both the pair status
corresponding to the second DVOL 113B and the mirror #0
and the pair status corresponding to the second DVOL 113B
and the mirror #2 to “SSWS.” Note that “if the second DKC
111B is proved to be YES at S2607” indicates the case where
difference resync either at S2610 or at S2611 is determined to
be performed.

However, in this case, if no ingenuity is undertaken, the
problem described below could occur. That is, it is possible
that, in the difference resync from the third storage 105C to
the second storage 105B, the data in the differential JNLs
(older data) might be written to the block (the block in the
DVOL 113B) comprising the data written from the second
host 103B (newest data).

In the Embodiment 2, for avoiding the problem, if the
difference resync from the third storage 105C to the second
storage 105B is determined to be performed, the processing
shown in FIG. 31 is performed.

That is, the second DKC 111B, if receiving a write request
specifying the DVOL 113B from the second host 103B
(83101), writes the write target data to the write destination
block in the DVOL 113B (83102). At that point, the second
DKC 111B manages the write destination block as the non
reflection destination of the JNL (S3103). As more specifi-
cally described, for example, the non reflection management
information indicating the write destination in which no JNL
needs to be reflected is stored in the SM 6408, and the second
DKC 111B registers the number of the DVOL 113B and the
block address of the DVOL 113B (e.g. the LBA (Logical
Block Address)) to the non reflection management informa-
tion in the SM 640B.

As shown in FIG. 32, the second DKC 111B, if reading
INL from the second JVOL 115B, unless the reflection des-
tination block of the JNL (the block in the DVOL 113B) is a
non reflection destination (83202: NO), reflects the JNL
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(S3203) or, if the reflection destination block of the INL is a
non reflection destination (S3202: YES), does not reflect the
INL (S3204).

At 83202, “whether the reflection destination block of the
JNL is a non reflection destination or not” indicates, for
example, whether the address of the reflection destination
block is registered to the above-mentioned non reflection
management information or not.

At S3204, “not reflect the INL” indicates, for example,
ignoring the JNL. The ignored INL may be left in the second
JVOL 115B or may also be immediately deleted from the
second JVOL 115B.

According to the Embodiment 2, the operation can be
started earlier than the Embodiment 1 and, at the same time,
the problem which could occur because the DVOL 113B is in
the write enable status in process of difference resync (that the
older data in the differential INLs is written to the block to
which the newest data i1s written) can also be avoided.

Embodiment 3

In the Embodiment 3, even in process of difference resync,
the second host 103B is permitted to read data from the
second DVOL 113B (that type of read is inhibited in the
Embodiment 1). As more specifically described, for example,
the second DKC 111B is, if S2607 in FIG. 26 is proved to be
YES, assumed to have permitted the data read from the sec-
ond DVOL 113B.

However, in this case, if no ingenuity is undertaken, the
problem described below could occur. That is, it is possible
that, in process of the difference resync from the third storage
105C to the second storage 105B, the data which the second
host103B reads from the DVOL 113B might be the older data
instead of the newest data (the data which the differential INL
whose SEQ## is the largest comprises).

In the Embodiment 3, for avoiding the problem, if the
difference resync from the third storage 105C to the second
storage 105B is determined to be performed, the processing
shown in FIG. 33 is performed.

That is, the second DKC 111B, if receiving a read request
specifying the DVOL 113B before the difference resync is
completed (S3301), secures the CM area in the CM 630B
(S3302), and determines whether the difference resync is the
difference resync from the third storage 105C to the second
storage 105B or not (S3303).

If the result of the determination is negative (S3303: NO),
the second DKC 111B reads data from the read source block
specified by the read request (the block in the DVOL 113B),
writes the read data to the CM area, and transmits the data in
the CM area to the second host 103B (S3307).

If the result of the determination at S3303 is positive
(S3303: YES), the second DKC 111B determines whether the
newest JNL whose read source block is the reflection desti-
nation exists in the second JVOL 115B or not (S3304). The
“newest JNL” referred to at this point is the JNL which is,
among the one or more differential JNLs which the second
and the third JVOLs 115B and 115C comprise, any of the one
or more JNLs whose read source blocks are the reflection
destinations, and which comprises the largest SEQ# of one or
more SEQ#’s which those one or more JNLs comprise.
Therefore, for this determination, the second DKC 111B
ascertains the SEQ# which the differential JNL in the third
DVOL 115B comprises.

Ifthe result of this determination is positive (S3304: YES),
the second DKC 111B reflects the newest INL from the
second JVOL 115B in the read source block in the DVOL
113B (S3306), and then performs S3307. Note that the sec-
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ond DKC 111B, in the difference resync, even if the differ-
ential JNL whose reflection destination is the above-men-
tioned read source block and which is older than the above-
mentioned newest JNL (the JNL comprising the smaller
SEQ/# than the SEQ# which the newest INL comprises) is
acquired, does not reflect the differential JNL in the read
source block (e.g. purges the JNL from the second JVOL
111B). Furthermore, at S3307 in the cases where S3304 is
YES, the data transmitted to the second host 103B, instead of
being provided from the second DVOL 113B, may also be
provided from the JNL.

If the result of the determination at S3304 is negative
(83304: NO), the second DKC 111B, by transmitting the read
request including the SEQ# of the newest INL to the third
storage 105C, receives the newest INL from the third storage
105C, and writes the newest JNL to the second JVOL 115B.
That is, the second DKC 111B acquires the newest JNL prior
to the other JNLs from the third storage 105C. After that, the
second DKC 111B performs the above-mentioned S3306 and
S3307. Note that, even at S3307 in the cases where S3304 is
NO, the data transmitted to the second host 103B, instead of
being provided from the second DVOL 113B, may also be
provided from the JNL.

According to the Embodiment 3, the operation can be
started earlier than the Embodiment 1 and, at the same time,
the problem which could occur because the DVOL 113B is in
the read enable status in process of difference resync (that the
older, instead of the newest data, is provided to the second
host 103C) can also be avoided.

Embodiment 4

In the Embodiment 4, even if all the differential JNLs are
not transferred between the storages 105B and 105C, differ-
ence resync can be performed.

For example, after S2606 in FIG. 26, the second DKC
111B determines whether the JNLs which are not reflected
and are equivalent to the differential INLs exist in the previ-
ous storage or not (S3401).

At this point, the “previous storage” indicates the storage
apparatus which is either the storage 105B or the 105C and
which comprises the smaller SEQ# of the SEQ¥# (2) and the
SEQf# (3) as the purgeable SEQ#. What is not the previous
storage among the storages 105B and the 105C is hereinafter
referred to as the “new storage.”

Furthermore, that “the INLs which are not reflected and are
equivalent to the differential INLs exist in the previous stor-
age” indicates, as shown in FIG. 35, that the INLs which are
not reflected and comprise the larger SEQ#’s than the purge-
able SEQ# in the previous storage exist in the JVOLs in the
previous storage.

If the previous storage is the second storage 105B, for
example, if at least one JNL which is not reflected exists in the
second JVOL 115B, the result of the determination at S3401
becomes positive.

Meanwhile, if the previous storage is the third storage
105C, for example, the second DKC 111B can make the
determination of S3401 by inquiring to the third DKC 111C
about the value indicated by the SEQ# which the newest INL
in the one or more JNLs which are not reflected comprises. As
more specifically described, the second DKC 111B can make
the determination of S3401 by comparing the SEQ#
answered by the third DKC 111C (hereinafter referred to as
the answered SEQ#) with the SEQ# (3)+1. If the answered
SEQ# is equal to or larger than the SEQ# (3)+1, the result of
the determination at S3401 becomes positive.
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If the result of the determination at S3401 is negative
(S3401: NO), S2607 in FIG. 26 is performed.

If the result of the determination at S3401 is positive
(S3401: NO), the second DKC 111B determines whether the
JNLs which are not reflected in the previous storage are
sufficient or not (S3402). If the SEQ# which the newest INL
which is not reflected in the previous storage comprises is
equal to or larger than the SEQ# which the newest JNL of the
one or more differential INLs, the result of this determination
becomes positive.

Ifthe result of this determination is positive (S3402: YES),
the DKC in the previous storage reflects all the JNLs equiva-
lent to the one or more differential INLs among the one or
more JNLs which are not reflected in the previous storage in
the DVOL in the previous storage (S3403). Ifthere are surplus
JNLs which are not reflected, the DKC in the previous storage
may also purge the surplus JNLs.

If the result of the determination at S3402 is negative
(S3402: NO), S3404 is performed. That is, the DKC in the
previous storage acquires the deficient amount of differential
JNLs (the JNLs equivalent to the difference between the INLs
which are not reflected and the one or more differential INLs
in the previous storage) from the new storage, and stores the
differential JNLs in the JVOL in the previous storage. Then,
the DKC in the previous storage reflects the all JNLs which
are not reflected and the differential INLs in the JVOL in the
previous storage in the DVOL in the previous storage.

Though some embodiments of this invention are described
above, this invention is not limited to those embodiments and,
as a matter of course, also comprises any changes or modifi-
cations within the spirit and scope hereof.

For example, two or more of the Embodiments 1 to 4 may
also be combined.

Meanwhile, for example, though the above-mentioned
description adopts the sequential numbers (SEQ#’s) as the
update numbers, other types of numbers which increase or
decrease regularly may also be adopted.

Meanwhile, for example, in the Embodiments 1 to 4, if the
first storage 105A is suspended, the second storage 105B in
the site as the switched operation site performs the various
types of processing (e.g. the determination whether delta
resync is possible or not) while, in at least one of the Embodi-
ments 1 to 4, at least one of the various types of processing
may also be performed by the third storage 105C.

Meanwhile, for example, though all the INLs comprise the
updated SEQ#’s, the SEQ#’s before the updates may also be
comprised instead of the same.

Meanwhile, for example, in at least one of the storages
105A to 105C, there may also be multiple JNL groups.

Meanwhile, for example, at least one of the storages 105A
to 105C may also comprise logical volumes other than the
logical volumes included in the INL group.

Meanwhile, for example, JNL transfer between storage
apparatuses may be either the transfer performed by the copy
destination storage apparatus reading JNLs from the JVOL in
the copy source storage apparatus or the transfer performed
by the copy source storage apparatus writing the JNLs to the
JVOL in the copy destination storage apparatus.

REFERENCE SIGN LIST

101A: first storage apparatus, 101B: second storage appa-
ratus, 101C: third storage apparatus

The invention claimed is:

1. A storage system comprising:

a first storage apparatus having a first controller with at
least one processor for controlling processing, and a
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plurality of first storage devices configuring a first data
volume storing data sent from a first host computer and
a first journal volume storing journals, wherein each of
the journals includes a sequential number and the data
written to the first data volume;
asecond storage apparatus having a second controller with
at least one processor for controlling processing, and a
plurality of second storage devices configuring a second
journal volume storing journals sent from the first stor-
age apparatus asynchronously with access to the first
data volume and a second data volume to which each of
the journals stored in the second journal volume is
reflected in order of the sequential number included in
each of the journals; and
a third storage apparatus having a third controller with at
least one processor for controlling processing, and a
plurality of storage devices configuring a third journal
volume storing journals sent from the first storage appa-
ratus asynchronously with access to the first data volume
and a third data volume to which each of the journals
stored in the third journal volume is reflected in order of
the sequential number included in each of the journals;
wherein if a failure occurs in the first storage apparatus,
the second controller in the second storage apparatus com-
pares a second sequential number in the latest reflected
journal to the second data volume and a third sequential
number in the latest reflected journal to the third data
volume,
if the third sequential number is newer than the second
sequential number, the second controller in the second
storage apparatus receives one or more differential jour-
nals from the third storage apparatus to write the
received differential journals to the second journal vol-
ume, and
if the second sequential number is newer than the third
sequential number, the second controller in the second
storage apparatus sends one or more differential journals
to the third storage apparatus to write the sent one or
more differential journals to the third journal volume.
2. A storage system according to claim 1,
wherein the one or more differential journals read from the
third storage apparatus is one or more journals, which
include sequential number from sequential number next
to the second sequential number to the third sequential
number,
wherein the one or more differential journals sent to the
third storage apparatus is one or more journals, which
include sequential number from sequential number next
to the third sequential number to the second sequential
number.
3. A storage system according to claim 1,
wherein the second controller in the second storage appa-
ratus writes data in the journal in the second journal
volume in order of sequential number in the journal,
when the second controller in the second storage appa-
ratus reflects the journal in the second journal volume to
the second data volume, and
wherein the third controller in the third storage apparatus
writes data in the journal in the third journal volume in
order of sequential number in the journal, when the third
controller in the third storage apparatus reflects the jour-
nal in the third journal volume to the third data volume.
4. A storage system according to claim 1, if a failure occurs
in the first storage apparatus, the second controller in the
second storage apparatus requires the third sequential num-
ber, and receives the third sequential number from the third
storage apparatus.
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5. A storage system according to claim 1,

wherein after the second controller in the second storage
apparatus writes the received differential journals to the
second journal volume apparatus, the second controller
in the second storage apparatus permits to write to the
second data volume in case that the third sequential
number is newer than the second sequential number,

wherein after the third controller in the third storage appa-
ratus writes the received differential journals to the third
journal volume, the second controller in the second stor-
age apparatus permits to write to the second data volume
in case that the second sequential number is newer than
the third sequential number.

6. A method for storage system, the storage system com-

prising:

a first storage apparatus having a first controller with at
least one processor for controlling processing, and a
plurality of first storage devices configuring a first data
volume storing data sent from a first computer and a first
journal volume storing journals, wherein each of the
journals includes a sequential number and the data writ-
ten to the first data volume;

a second storage apparatus having a second controller with
at least one processor for controlling processing, and a
plurality of second storage devices configuring a second
journal volume storing journals sent from the first stor-
age apparatus asynchronously with access to the first
data volume and a second data volume to which each of
the journals stored in the second journal volume is
reflected in order of the sequential number included in
each of the journals; and

a third storage apparatus having a third controller with at
least one processor for controlling processing, and a
plurality of third storage devices configuring a third
journal volume storing journals sent from the first stor-
age apparatus asynchronously with access to the first
data volume and a third data volume to which each of the
journals host stored in the third journal volume is
reflected in order of the sequential number included in
each of the journals,

the method for occurrence of a failure in the first storage
apparatus comprising:

comparing a second sequential number in the latest
reflected journal to the second data volume and a third
sequential number in the latest reflected journal to the
third data volume,

receiving one or more differential journals from the third
storage apparatus to write the received differential jour-
nals to the second journal volume if the third sequential
number is newer than the second sequential number, and

sending one or more differential journals to the third stor-
age apparatus to write the sent one or more differential
journals to the third journal volume if'the second sequen-
tial number is newer than the third sequential number.

7. A method according to claim 6,

wherein the one or more differential journals read from the
third storage apparatus is one or more journals, which
include sequential number from sequential number next
to the second sequential number to the third sequential
number,

wherein the one or more differential journals sent to the
third storage apparatus is one or more journals, which
include sequential number from sequential number next
to the third sequential number to the second sequential
number.
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8. A method according to claim 6, further comprising: 10. A method according to claim 6, further comprising:
writing data in the journal in the second journal volume in after writing the received differential journals to the second
order of sequential number in the journal, when the journal volume apparatus, permitting to write to the
journal in the second journal volume is reflected to the second data volume in case that the third sequential

second data volume, and 5

writing data in the journal in the third journal volume in
order of sequential number in the journal, when the
journal in the third journal volume is reflected to the
third data volume.

9. A method according to claim 6, if a failure occurs in the
first storage apparatus, the second controller in the second
storage apparatus requires the third sequential number, and
receives the third sequential number from the third storage
apparatus. * ook ok o® ok

number is newer than the second sequential number,
after writing the received differential journals to the
third journal volume, permitting to write to the second
data volume in case that the second sequential number is

newer than the third sequential number.
10
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